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Research overview
Artificial Intelligence (AI)-based applications have become ubiquitous, touching almost all as-
pects of modern human life. However, the energy-intensive nature of AI models is at odds
with the need for low-power, high-performance computing. Large AI models consume sub-
stantial energy during training and inference, leading to significant carbon emissions. Green
AI practices focus on energy-efficient AI models and technologies to reduce the environmen-
tal impact of compute-extensive AI. While there is growing awareness of energy-efficient
AI, targeted profiling and benchmarking of AI workloads is the need of the hour. Compre-
hensive profiling considering factors from hardware devices to system software and software
applications is vital to provide data and insights to facilitate impactful Green AI research and
real-world optimizations.
Our research develops a predictive power model and optimizer to improve the energy effi-
ciency of AI models on Graphics Processing Units (GPUs), an increasingly essential technol-
ogy for parallel AI workloads. Themethodology involves hands-on profiling of representative
GPU workloads, directly measuring the relationships between power consumption, mem-
ory usage, and computations. These real-world insights are integrated into a multi-objective
power model that minimizes energy usage while meeting performance requirements.
The outcome of this research will be a validated power model and optimization technique
to configure GPUs for energy-efficient AI workload execution dynamically. The model pro-
files real-world GPU workloads to extract fine-grained power-performance insights. These
insights enable optimizing power consumption while meeting runtime targets by tuning pa-
rameters like GPU frequency based on expected workloads. This study provides a pathway to
sustainable AI by enhancing GPU energy proportionality without compromising the perfor-
mance of the AI models. By open-sourcing this research, we aim to provide the AI community
with tools to benchmark and optimize AI’s carbon footprint. This research has the potential
for real-world impact on reducing emissions for GPU-powered industries globally.
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